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Abstract

Effort by health workers in developing countries has been the subject of much recent at-
tention, but the implications, if any, for health outcomes have remained largely a matter of
conjecture. This paper provides new empirical evidence about the returns to health worker
effort. In this experiment, outpatient providers in Nigeria were assigned to an intervention in
which their consultations were monitored by a peer. To elicit behavior under the counterfactual,
the same group of clinicians were covertly observed. Exploiting the sharp increase in effort in-
duced by peer monitoring, I document large, positive, and statistically significant improvements
in health. Using these estimates, I benchmark the cost of low effort to be around $350 million
annually (or approximately 0.1% of Nigeria’s GDP). These findings shed new light on potential

gains from incentivizing health worker effort.
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1 Introduction

Effort by health providers, primarily in developing countries, has been the subject of much
recent attention (Das et al., 2016; Mohanan et al., 2015; Huillery and Seban, 2017; Das et al., 2012;
Brock et al., 2018). Much of this extant literature finds that health workers often do much less than
they are capable of.! Low effort has been documented along both intensive and extensive margins.
Absenteeism, which reflects effort on the extensive margin, is pervasive — Chaudhury et al. (2006)
found absenteeism rates for health workers ranging from 25 to 40 percent in six countries — and on
the intensive margin, when health workers come to work, their interactions with patients are often
short and cursory. In one study in India, as a vivid example, one-third of patient consultations
lasted less than one minute, with the provider asking just one question “What is wrong with you?”,
and carrying out no physical examinations (Das and Hammer, 2014). Similar findings have been
documented in other countries (Das et al., 2008).

Low effort is not unique to the health sector; it has been shown in other sectors such as education
(Banerjee and Duflo, 2006),2 but effort by health providers is uniquely important because it can
have literal life-or-death implications. Sick patients often have no idea what ails them and are
completely dependent on the health care provider; in most cases, they have no idea whether the
provider is doing the right thing for them or not.? Ceteris paribus, a health provider exerting low
effort is more likely to miss something important, make the wrong diagnosis and mismanage the
patient.* This is likely to have both short and long run implications. In the short run, individuals
may remain sick for longer, impacting productivity and earnings (Dillon et al., 2014; Dobkin et al.,
2018); they may incur additional costs seeking care from alternative sources, and in the long run,
accumulate fewer assets (Poterba et al., 2017), suffer permanent disability and in the extreme, live
shorter lives (Nardi et al., 2017).

There is very little empirical research on the relationship between health worker effort and patient

outcomes. Bjorkman and Svensson (2009) and Gertler and Vermeersch (2012) study the effect of two

'The terms ‘health provider’, ‘health worker’, and ‘clinician’, are used interchangeably throughout this paper.

2These settings are often characterized by bureaucratic inertia, poorly functioning (or absent) accountability
mechanisms, misaligned incentives, and low expectations. Das et al. (2016) show that the same providers exert more
effort, and do better, in their private practices than in their public sector jobs.

3Information asymmetry is a well-known feature of health care going back to Arrow (1963).

“In these settings wrong diagnoses are common, and a patient is lucky if they receive treatment that is beneficial
(Das et al., 2012).



interventions — community monitoring and pay-for-performance in Uganda and Rwanda respectively
—and find that both led to improvements in child health. In both cases, they present some evidence
that health improvements were mediated, at least in part, by increased health provider effort,?
though given the complexity of potential causal pathways, one cannot draw a direct line from effort
to health.® Goldstein et al. (2013) take a different approach, examining the effect of health worker
absenteeism, and find that absenteeism by a HIV nurse led to lower uptake of beneficial treatment
by patients.” However, no previous study to the best of my knowledge, has drawn a direct causal
link between health worker effort along the intensive margin and health outcomes.?

One of the challenges in answering this question is finding exogenous variation in health worker
effort. Despite the increasing number of pay-for-performance experiments and evaluations (Gertler
and Vermeersch, 2012; Gertler et al., 2014; Peabody et al., 2013; Huillery and Seban, 2017), they
do not quite get at the question of interest because they often move several other levers in addition
to incentivizing provider effort, making it a package (or bundled) intervention. A related issue is
that these programs often reward specific inputs (as against effort more generally) and multi-tasking
theory (see Holmstrom and Milgrom, 1991; Eggleston, 2005) suggests that health workers will re-
optimize, shifting effort away from other inputs (some of which might be unobserved) that may also
affect health, clouding potential inference.® They may also affect provider knowledge, informing
them about best practices (or making these more salient) or may lead to organizational changes
which affect practice (Celhay et al., 2018).

This paper reports on a novel experiment conducted in Nigeria to try to answer this question.
242 outpatient clinicians across 124 primary health care clinics participated in the experiment. To
induce effort, clinicians were assigned to a treatment condition in which their patient interactions

were observed by a peer (peer monitoring). In the control condition, the same clinicians were

"Bjorkman and Svensson (2009) present evidence of increased effort along both intensive (more thorough exami-
nations) and extensive (lower absenteeism rates) margins.

In the case of the pay-for-performance program evaluated by Certler and Vermeersch (2012), for example,
Basinga et al. (2011) report transfers from clinics/providers to patients to incentivize them to use services because
utilization was a rewarded metric.

"See also work by Chicoine and Guzman (2017) who showed that uncertainty about when the health provider
was present decreased uptake of services and increased duration of child illness.

8From a policy standpoint, it is significantly harder to police what a provider does when at work than it is to
police coming to work (Banerjee et al., 2008). The recent surge in pay-for-performance interventions in developing
countries is aimed at addressing this agency problem by linking compensation to performance (Miller and Babiarz,
2013).

For related empirical evidence in a healthcare and non-healthcare setting respectively, see Dumont et al. (2008)
and Hong et al. (2013).



covertly observed to measure behavior under ‘normal’ conditions (a detailed discussion of the ex-
periment is postponed until later). This experiment therefore generates data on the behavior of
each participating clinician under treatment (high effort) and control (status quo effort) conditions.
Since each clinician was exposed to both treatment and control conditions — a crossover design —
they each serve as their own control. To study the effect of effort on the outcomes of their patients,
follow-up phone interviews were conducted with these patients approximately three weeks after the
clinic visit.

To summarize the main study findings: first, I show that the treatment led to a large, sustained
increase in effort by clinicians. Using the length of the provider-patient interaction as a measure of
effort, I show that consultations that were overtly monitored were 21% longer on average (equivalent
to the difference between being seen by a doctor vs. a community health worker). Second, I show
that longer consultations are associated with more care — more history-taking questions, more
physical examinations, and greater use of diagnostic tests — and clinicians are more likely to make a
diagnosis and provide treatment. Third, exploiting the increase in effort as a result of the treatment,
I find large, positive, and statistically significant improvements in patient health measured using a
follow-up survey. The intent-to-treat estimates imply an 8-percentage-point improvement in overall
health (measured as the probability that the patient indicated their current state of health to be
excellent) and a similarly-sized improvement in functional health (measured as the probability of
having difficulty in climbing stairs or running the length of a football field). In the IV specification,
using peer monitoring as an instrument for effort, I find that a 10% increase in clinician effort
(measured by consultation time) leads to an approximately 4% improvement in the probability of
being in excellent health. I carry out various robustness checks including estimating non-parametric
Lee bounds to account for differential dropout. Using these estimated effect sizes and making various
assumptions, I estimate the cost of low effort in terms of lost wages to be equivalent to about 0.1%
of Nigeria’s GDP.

Even though self-reported (as against clinically measured) health has its limitations,'? this
study provides some of the first robust evidence linking what health providers do in practice to

patient outcomes. These results provide striking evidence that current levels of effort (and medical

0T here is robust evidence that patient self-reported health is strongly correlated with, and predictive of, clinically
measured outcomes. For references see Benjamins et al. (2004) and Jylha (2009). A more detailed discussion and
additional references are provided in Section 3 of this paper.



care) are sub-optimal, and suggest that there are substantial gains to be had from getting health
providers to exert more effort when they are at work. This situation is in stark contrast to that
in developed countries like the US where the debate is about ‘flat of the curve’ medicine (referring
to practicing along the part of the productivity curve where the marginal returns to additional
health care expenditure are close to zero (Fuchs, 2004)).!' The situation in developing countries
can perhaps more properly be described as ‘base of the curve’ medicine. One of the implications of
the findings in this study is that even without changing any ancillary inputs, poor health outcomes
in developing countries can be improved by getting health providers to do more of what they already
know to, and importantly can, do.!?

This paper makes a contribution to (and draws together) two distinct literatures. First, it makes
a contribution to the literature on health worker effort (see for example Das and Hammer, 2007;
Leonard and Masatu, 2010; Das et al., 2008). This literature has largely focused on describing
and understanding effort (i.e., effort is on the left-hand-side). In contrast, this paper examines the
relationship between effort and health outcomes (i.e., effort is on the right-hand-side).!® Second,
this paper makes a contribution to the literature on the returns to medical care (see Doyle, 2005,
2011; Almond et al., 2010). This literature has primarily been based in developed countries and has
focused on care provided in a hospital or inpatient setting.'® In contrast, this paper examines returns
to outpatient care.!> Outpatient spending accounts for about 41% of US health expenditures, and is
the most significant driver of spending growth (Bradford et al., 2011). A novel aspect of this study
is that variation in care comes from variation in provider effort, an important, but not previously
studied, margin.

The results in this paper have relevance for ongoing policy discussions about ways of improving

quality of service delivery and health outcomes in poor countries (see Das and Hammer, 2014; Das

"By some estimates up to one-third of US healthcare expenditure, or approximately 700 billion dollars per year,
is wasteful spending that can be reduced without any adverse effects on health outcomes (Garber and Skinner, 2008;
Berwick and Hackbarth, 2012).

12This is relevant for ongoing discussions in global health circles about improving quality (Kruk et al., 2016).

B3 There is some evidence that health providers when induced to exert more effort ask more questions, and carry
out more examinations (Leonard and Masatu, 2010), but this does not necessarily imply better outcomes. Das et al.
(2012) show that while private providers in India were more likely to ask the right questions and do the right exams,
they were not more likely to prescribe the right treatment.

MFor examples of developing country studies see Okeke and Chari (2018) and Adhvaryu and Nyshadham (2015).

15Existing work has also focused on narrow subsets of patients or conditions to better address endogeneity; for
example, low birthweight infants (Almond et al., 2010), automobile accidents (Doyle, 2005), or travelers experiencing
a medical emergency (Doyle, 2011). By examining a broad range of primary care conditions, the results in this paper
are arguably more general.



et al., 2018). These implications are explored further in the discussion and concluding section of
this paper. The rest of the paper proceeds as follows: Section 2 describes the study context and
provides additional details about the experiment; Section 3 describes the data, Section 4 discusses
identification and lays out the empirical strategy; results are presented in Section 5 and discussed

in Section 6. Concluding remarks are in Section 7.

2 The Experiment

2.1 Study sites

This study was conducted in 124 public sector outpatient clinics in Nigeria.' The sample is
stratified across five states representing three of the six geopolitical zones in Nigeria. Two of the
states are in the northeast, two are in the northwest, and one is in the south-south.!” These clinics
provide a range of outpatient and some inpatient services. They also provide maternal and child

health services.

2.2 Study design

The key intervention in this study is a peer monitoring intervention designed to induce health
providers to work harder. The intervention leverages insights from previous work showing that
individuals try harder when their behavior is being observed (Banerjee et al., 2008; Duflo et al., 2012;
Rex et al., 2010; Leonard and Masatu, 2006; Muralidharan and Sundararaman, 2010). Specifically,
the treatment consisted of an intervention in which participating providers were observed by an
independent clinician (the peer) on the research team, as they provided care to patients.!® The
monitoring was entirely passive. The observing clinician did not interact with either the patient
or the provider during the consultation, they merely took up a position in the consultation room

where they could observe the interaction.

16Nigeria has approximately 30,000 primary health care clinics, 78% of which are in the public sector. These are
the first point of entry for most patients into the health care system.

7The specific sites are Kano and Jigawa in the northwest, Gombe and Bauchi in the northeast, and Akwa Ibom
in the south-south. The study clinics were drawn from a sample taking part in a randomized trial. The primary
intervention in this trial was the assignment of an additional primary health care provider. All of these providers
are included in this study. Ethical approval for this study was provided by RAND’s Human Subjects Protection
Committee and by the Ethics Committee of Aminu Kano Teaching Hospital, Nigeria.

8 Observers were medical officers drawn from local secondary and tertiary health facilities.



One might wonder why, since there were no rewards or penalties attached to behavior, this would
cause providers to work harder. There are several potential explanations: first, peer observation
might be reminiscent of an examination and induce providers to want to perform well (medical
training often involves examinations where the trainee is observed by other clinicians); second,
monitored providers might, consciously or subconsciously, desire peer approval and would attempt
to gain it by following what they knew (or believed) to be best practices; third, it is possible that
the providers, despite assurances that the data would not be shared with managers or supervisors,
wanted to insure themselves against any potential negative consequences in case we reneged on our
promise, by again following what they knew (or believed) to be best practices.

Conceptually, the intervention is straightforward to implement, the harder part was figuring out
how to collect data on ‘normal’ provider behavior, i.e., when not being observed (the counterfactual).
In other words, we had to figure out a way to observe provider behavior without letting them know
that they were being observed. The strategy we chose was to observe how long they spent with each
patient (a detailed discussion of why consultation time is a good proxy for effort is left until later).
Crucially for the design, we could collect data on this covertly without tipping off the provider.!?
Our strategy was to position a research assistant in the hallway outside the consultation rooms where
they could observe the doors to the consultation rooms. This individual recorded time of entry and
exit into each room. In order to be able to link each individual to a consultation, this required
a bit of careful choreography. As I describe later, patients were approached upon presentation at
the clinic, and those that agreed to participate were issued with a consent form with an identifying
number. Before entering the consultation room, they gave this form to the research assistant in the
hallway allowing me to link individual patients to individual consultations.2’

Two outpatient providers participated in the study in each clinic.?! Each provider was exposed
to both treatment and control conditions (a crossover design). In the first period, one of the two

providers was randomly selected to be monitored while the other provider was assigned to the control

191t is possible that the mere presence of the team in the clinic would impact behavior, even when a provider was
not being overtly monitored. This would imply that the estimated effect of monitoring in this paper is a lower bound.

20This was ostensibly the reason why the research assistant was stationed in the hallway. If there was no form,
it indicated that the patient did not give consent, and in such cases, the clinical observer was informed so he could
exit the room. However, in addition to collecting consent forms, this individual recorded entry and exit times into
the consultation room.

2'\Where there were more than two outpatient providers in the clinic, the research team endeavored to select those
that saw the most patients. All providers gave consent. Clinic visits took place between March and October 2017.



condition in which they practiced as usual (unobserved providers were unaware of being in a control
group, they were told they would be observed the next day). In the second period, usually the next
work day, both providers switched places: the first provider went back to practicing (ostensibly)

unobserved, while the second provider was now overtly monitored.

3 Data

3.1 Survey Data

Outpatient Providers: Each participating provider completed an interview with a trained inter-
viewer (interviews were typically conducted in the morning before the provider started attending
to patients, or at the end of the work day to minimize disruptions). The interview collected in-
formation about provider demographic characteristics (age, sex, ethnicity, marital status), medical
qualifications (type of qualification and year obtained), and work experience (overall experience and
work experience in the specific clinic). The health provider also completed a module intended to
assess clinical knowledge. It included a set of multiple-choice questions covering a range of primary
care conditions from malaria and child diarrhea to acute severe asthma.

Patients: Patients arriving at the clinic were briefly interviewed by an interviewer before taking
their turn to wait to be seen.?? The interview collected information about illness symptoms and
severity (measured along a scale ranging from 0 — no pain, to 10 — worst pain possible), and about
patients’ current state of health. There is little consensus in the literature about how best to
measure health, particularly in the short run. Health is multi-dimensional and it is difficult to find
one measure that adequately captures all relevant dimensions. Measures used in previous studies
have included morbidity (e.g., number of days sick in a reference period) and mortality, nutrition-
related measures such as weight and height (and measures deriving from these such as height-for-
age Z-scores), functional limitations, and self-reported health (Schultz, 2005). In this context, the
measure of health needed to not only be sensitive to short-run changes but also general enough

to include the wide variety of cases one might encounter in a typical outpatient clinic. Many of

22Because these were sick patients, interviews were very brief. Less than 0.5% refused consent. Cases were triaged
by clinic staff and assigned to a provider following normal clinic protocol. When there were few patients available,
however, preference was given to the provider being monitored (which is why there are more treated than control
patients). The target was to observe up to 10 consultations per provider.



the measures mentioned previously fail to satisfy either one or both of these criteria. For example,
nutrition-related measures are not suitable for measuring short-run changes in health. Previous
studies measuring acute health have used days of ill-health (or days disabled due to ill-health), and
self-reported health. The latter is what we chose to use in this study.

The relationship between self-rated health and objective health is very well-documented. For an
extensive set of references, see Benjamins et al. (2004) and Jylh& (2009). Self-rated health has been
shown to correlate well with clinically measured health, and is a significant predictor of mortality
(McGee et al., 1999; Barger et al., 2016; DeSalvo et al., 2006). Importantly, it satisfies both of the
criteria, and is commonly used in health assessments (Stewart et al., 1992; Jylh&, 2009). In this
study we asked patients to rate their overall state of health along a categorical scale from excellent
to poor. The key outcome used in the analysis is the probability that a patient rates their health
as excellent.

I augment this measure of overall health with a measure of functional health. Functional health
was assessed by asking patients how much difficulty they would have walking up a flight of stairs
or running the length of a football field (‘none’, ‘some’, or ‘a lot’).23 1 define an indicator for
patients that reported difficulty. The age and gender of each patient was also recorded, along
with information about mode of transportation to the clinic and travel time, and a contact phone
number if available. Several weeks after the clinic visit, patients were re-contacted for a follow-
up phone interview (research assistants making the calls were blinded to treatment status). This
interview once again measured patients’ current state of health, and also collected information about
treatment prescribed and adherence to the treatment, e.g., whether the patient obtained medicines

prescribed. The interviewer also asked about satisfaction with the care they received.

3.2 Observational Data

Consultation time: I have data on the start and end times of each patient consultation (measured
as in-out times from the consultation room). This is the primary measure of clinician effort in this

study. Consultation times are a generally accepted proxy for how much was done by a clinician

23The answers to both questions are internally consistent as one would hope. For example, 97% of patients that
said they would have a lot of trouble walking up a flight of stairs also said they would have at least some trouble
running the length of a football field. Analogously, 99% of respondents who said they would have no trouble running
the length of a football field also reported that they would have no trouble walking up a flight of stairs.



during the visit. In the CPT (Current Procedural Terminology) codes used to bill for physician
services in the US, for example, time is explicitly used to determine the level of ‘intensity’ of the visit
— the average consultation time for a Level 1 (the lowest intensity) new patient office visit (CPT
code 99201) is 10 minutes, a Level 2 visit is 20 minutes, and a Level 5 visit (the highest intensity)
is 60 minutes (Hill, 2008). Time is also an explicit component of the Relative value units (RVUs)
that measure the amount of work done by a physician.?* In developing countries, the length of the
outpatient consultation is also frequently used as a key marker of quantity/quality of care provided
(see Das et al., 2008; Das and Hammer, 2014; Irving et al., 2017). This is not surprising as there is
an obvious correlation between time spent by a clinician during an office visit and how much he/she
does. Consider that when a patient first presents, neither the patient nor the clinician knows what is
wrong with the patient. It is the job of the clinician to make sense of the clues given by the patient
and attempt to deduce what the underlying problem is. During the consultation, the clinician
takes the patient’s history, asking questions about the presence or absence of symptoms, and also
often performs a physical examination. This information is cognitively processed by the clinician,
leading to a tentative diagnosis (or diagnoses). The clinician may then request for laboratory tests
to confirm this diagnosis, and prescribe medication. Clearly, the more that a provides does, the
longer the consultation will take.

Consultation content: For monitored consultations, I have detailed information about the inter-
action (as observed by the monitoring clinician) including the specific questions asked (for patients
presenting with fever, cough or diarrhea), any physical examinations performed, any diagnostic
tests ordered, whether a diagnosis was made, and treatment provided. The data on the interaction
also includes measures of the quality of provider communication; for example, whether the provider
explained the diagnosis to the patient in common language, and whether they provided any health

education relating to the patient’s condition.

2ARVUs are the basis of physician payment by Medicare (Coberly, 2015).
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4 Empirical Strategy

4.1 Identification

The peer monitoring intervention generates the necessary variation in health provider effort.
The assumption required for causal inference, as in any experimental setup, is that there is no
correlation between the treatment and participant characteristics. Since each provider is exposed
to both treatment and control conditions, I can include provider fixed effects to control for provider
characteristics. Given the specific study design, the necessary identification assumption is that there
is no sorting by patients across providers and time periods.?> Sorting on either dimension alone does
not threaten causal inference. To see why, imagine a scenario with sorting across providers. This is
easily imagined: patients often have preferences for one provider over another and these preferences
could be correlated with outcomes of interest; alternatively, clinic triage staff might assign patients
to providers based on characteristics not observed by the research team, for example, based on
information from prior visits.?6 This kind of sorting would, however, not vary across time periods
when the provider switched treatment groups. The same reasoning applies to sorting across time
periods. One can easily imagine scenarios in which the composition of patients would vary across
time periods such that E(X|T = 1) # E(X|T = 2), where X denotes patient characteristics and 7'
denotes time periods. This might be the case, for example, if different clinics are held on different
days of the week, e.g., antenatal clinics on Mondays, post-operative clinics on Tuesdays, etc. In
each time period, however, since patients are seen by providers in both the treatment and control
conditions, one would expect patient characteristics to be balanced across both conditions.?”
Later on, I present empirical evidence that patient characteristics are balanced across treat-

ment /control conditions.

ZProviders did not choose their patients so we can rule this out. Patient assignment was made by clinic staff
external to the consulting room. Once a provider was in the consulting room, they saw whichever patients that
walked in the door.

26Clinic staff could also route more severe cases to certain providers, though this would not be an issue in this
context because we observe, and can control directly for, severity.

2TA strategy relying on temporal sorting might be problematic if patients that arrived later were systematically
different from patients that arrived earlier. Cases that come in later may, for example, be more emergent cases;
alternatively, assuming patients arrive in the morning, more emergent cases may be given priority and seen first. I
find strong evidence of a correlation between consultation order and patient severity (results available on request).

11



4.2 Monitoring and effort

To estimate the effect of peer monitoring on effort, I run the following linear regression:

Ln(Time);jis = o + BTreat;jrs + X5+ o+ Eijks (1)

where Ln(Time) is the natural log of consultation length for patient ¢ seen by provider j in clinic
k in state s. This is computed as the difference between entry and exit times from the consultation
room. Treat is a binary indicator for whether the consultation was monitored by the peer clinician.
3, therefore, measures the increase in effort induced by monitoring. X denotes a vector of control
variables including patient age, sex, whether they arrived at the clinic in their own car or motorcycle
(used to proxy for socioeconomic status), illness severity, whether the patient presented with fever
(a common presentation), and whether the consultation was pregnancy-related.?® To capture case
complexity, I define a variable equal to 1 for patients presenting with generalized pain or weakness
(without fever). This is a non-specific, more complex presentation that requires careful history
taking and examination to figure out what is wrong with the patient. ¢ denotes either clinic or
provider fixed effects.

The base specification is a regression of consultation duration on the treatment indicator, in-
cluding only state dummies (recall that the sample was stratified by state). I gradually make it
more restrictive by replacing the state dummies with clinic fixed effects (this compares treated
and control patients within the same clinic, holding constant clinic factors such as prices, practice
patterns, availability of drugs/diagnostic equipment, and area-level factors such as access to other
facilities and providers), and then provider fixed effects. This is the most demanding specification,
which compares patients seen by the same provider. It holds constant all provider characteristics
including qualifications, motivation, and ability. This is the preferred specification because it takes
full advantage of the crossover design, allowing each provider to serve as their own control. Lastly,
I add-in controls for patient characteristics. All standard errors are adjusted for clustering at the

clinic level.

28These generally take longer because an abdominal examination is often required.
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4.3 Provider effort and health

This is the key relationship of interest. If increased effort by health providers leads to better
patient outcomes, this would suggest that status quo levels of effort are too low. Observing that
consultations are short or that providers do not carry out all the steps recommended by guidelines,
as many studies have shown, does not necessarily mean that the level of care is too low. In a
disease-endemic environment, diagnostic heuristics that treat this as the presumptive diagnosis
may be efficient. Specifically, in countries like Nigeria where malaria is endemic there is a high
probability that a patient presenting with fever in fact has malaria. In that case, once a provider
ascertains that fever is the presenting complaint, treating that patient for malaria will more often
than not be the correct choice. Asking many more history-taking questions and carrying out more
examinations and tests may add little value and not lead to better outcomes.?? This model would
generate similar stylized facts — short consultations on average (because many patients will present
with fever), but this would not necessarily be inefficient.

Providers could also be rationing effort across patients, choosing cases they spend more or less
time on.? It is plausible that providers make quick judgements, based on presenting symptoms
and other easily observed patient characteristics such as age and how sick the patient looks, about
whether a case is ‘simple’ or ‘complex’, and then allocate effort accordingly.®' Less time, for example,
might be spent on cough and nasal congestion in an otherwise healthy-looking baby (likely a self-
limiting viral disease), whereas a cachectic adult presenting with unexplained weight loss would
be allocated more time. If a high proportion of cases are ‘simple’ cases, then this may generate a
similar stylized finding of short consultation times. This may or may not be efficient depending on
how accurate these judgements are.3? If there are errors of judgement such that providers routinely
misclassify serious cases as simple, then incentivizing or inducing them to spend more time might
lead to overall improvements in patient health.

To examine the relationship between effort and health, I estimate the following linear intent-

29 An oft-repeated saying in clinical training is that “common things occur commonly”.

39These models are not necessarily mutually exclusive.

31This behavior might arise under capacity constraints (lots of patients are waiting to be attended to) or time
constraints (e.g., because the provider wants to be done quickly so that they can leave). It may also arise because
effort is an exhaustible, costly resource that needs to be ‘spent’ wisely (akin to a football player taking less critical
plays off).

320ne may think that better (or more experienced) clinicians will be right more often than they are wrong.
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to-treat (ITT) model using an ANCOVA specification that controls for health status at the time
of the clinic visit (later on I examine robustness to a non-linear specification). This dominates the

differences-in-differences estimator in terms of efficiency when autocorrelation in the outcome is low

(McKenzie, 2012).
Healthz;@l = a+yTreat;jis + Health;fg-;? + X[6 + ¢ + Lijks (2)

I introduce a superscript T to differentiate between health at the time of the clinic visit (T=0) and

health at the time of follow-up (T=1). I also estimate the following IV specification:
Healthjrs = o+ 0E f fortijrs + X;0 + © + ijks (3)

where Ef fort is instrumented by the treatment indicator Treat;jis. Given that I have a single en-
dogenous variable and instrument, the IV estimate can also be computed from £ and v in Equations
(1) and (2) as 7/B. The interpretation of 6 is as the local average treatment effect for marginal
patients (those cases where the outpatient provider was induced by the presence of the monitoring
clinician to exert greater effort). The sample for Equation (2) and (3) consist of patients successfully
interviewed at follow-up. Standard errors are adjusted for clustering at the clinic level.

In supplementary analysis, I examine whether there are heterogeneous treatment effects by
specific patient characteristics — illness severity and case complexity. If health providers are rationing
effort, for example, spending less time on simple cases, and more time on severe, more complex cases,
then it is possible that we might see heterogeneous effects of monitoring on effort, with smaller effects
for more severe cases since providers are already doing what they believe they should be doing. The
predicted effects on health outcomes are unclear: there could be larger treatment effects for more
severe cases because there are greater marginal returns to effort, or the opposite could be true if

providers routinely misclassify severe cases as simple.
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5 Results

5.1 Descriptives and validity checks

Provider sample: Summary statistics for the clinic and provider sample are presented in Table 1.
Participating clinics are fairly small: they are staffed by just under six health providers, have about
15 beds, and attend to approximately 22 patients daily. 72% of clinics provide inpatient services,
58% offered laboratory services, and only 6% offered surgical services. Of the 242 participating
providers, 58 are doctors, 16 have a nursing or midwifery certificate (or both), 28 are Community
Health Officers, 128 are Community Health Extension Workers, and the remaining 14 providers
have a variety of other qualifications.?®> The average provider is 34 years old, has eight years of
experience working with their current qualification, and have been working in the study clinic for
two years. 62% of the providers are male.

Patient sample: We enrolled 925 patients that provided a contact phone number in the study:
620 of these consultations were monitored.?* Descriptives are presented in Table 2. Patients are
predominantly women (64% of patients are female), and the average age is 23 years. As one might
expect, patients were in poor health at the time of presentation: only 0.3% of patients described
their health as ‘excellent’” at baseline; the mean illness severity score was nearly 6 out of 10, and
35% of patients reported a severity score of at least 7. Figure 1 shows the distribution of patient
complaints sorted by frequency. Not surprisingly, given the endemic nature of malaria in this setting,
the commonest complaint, by a wide margin, was fever. Headache, cough, weakness/tiredness,
abdominal pain, vomiting, and diarrhea, were also frequent complaints. The ten most frequent
complaints are reported in Table 2. Table 2 also reports t statistics from balance tests (the null
is that group means are equal). We see that the sample is clearly balanced providing empirical

validation for the study design.

33Community Health Officers (CHO) and Health Extension Workers (CHEW) are trained and licensed primary
health care professionals in Nigeria. Their training, licensure and practice is regulated by the Community Health
Practitioners’ Registration Board of Nigeria, established by Decree 61 of 1992 (Ordinioha and Onyenaporo, 2010).
Junior CHEWs receive two years of training and are awarded a Certificate in Community Health on completion.
After a few years of work experience, they can go through a three-year training program to become CHEWs. On
completion, they are awarded a Diploma in Community Health. CHEWSs can also go on to become Community
Health Officers. The CHO training program takes two years and successful trainees are awarded a Higher Diploma
in Community Health.

34For purposes of the larger trial we also collected data on patients without a phone. We leverage these additional
observations later.
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We were able to reach and successfully complete interviews with 599 of these patients (396 of
these consultations were monitored) — a 65% follow-up rate.® The remaining patients could not be
reached for various reasons: the phone number was invalid or out-of-service, or no one ever answered
(even after repeated attempts). On average, patients were interviewed 22.5 days after the initial
visit. This varied from a low of 5 days to a high of 138 days (standard deviation of 23 days).36 As
expected the number of days between visit and follow-up interview is uncorrelated with treatment
(mean of 21.9 days in the control group and 22.8 days in the treatment group; p =0.64).

Table 3 presents descriptives for this sample; I also present balance tests because even though
the sample is balanced at baseline, differential patient dropout could potentially lead to imbalance.
Overall, the sample remains balanced, though among patients successfully interviewed, those in
the control group were slightly more likely to be in better health at baseline. To examine how
large a difference this is, I convert it to a standardized effect size. Following guidelines in Cohen
(1988), I conclude that this is a small difference (0.24 standard deviations). In the results that
follow, I carefully examine whether the results are sensitive to including/excluding baseline health
as controls. They are not. As I will show later, conditioning on patient characteristics affects the
point estimates hardly at all. As a robustness check, I also estimate non-parametric Lee bounds
on the treatment effect (Lee et al., 2009). The idea is to compute the largest and smallest possible

effect sizes consistent with the observed data.

5.2 Monitoring and effort

The average patient consultation in the control group lasted 9 minutes (median of 8 minutes and
standard deviation of 6 minutes). This is on the higher end of estimates for developing countries
reported in Das et al. (2008), which ranged from a low of 4 minutes in India to 8.3 minutes in
Paraguay.®” Given how consultation length is measured in this study — in-out times from the
consultation room — the length of the actual patient-provider interaction is likely to be shorter,
allowing for the time it takes the patient to walk from the door to the chair on entry, and back to

the door (on exit). Figure 2 shows the actual (Panel A) and log-transformed (Panel B) distribution

35This is substantially higher than for typical phone-based surveys (O’Toole et al., 2008; Keeter et al., 2017).

36This variation was due to logistics of scheduling (each week there were multiple follow-up calls, all of which
obviously could not be made at the same time), availability of the research assistants making the calls, and variation
in when a patient was reached for interview.

3TFor a more recent review of consultation times around the world, see Irving et al. (2017).
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of consultation times.

Figure 3 provides a graphical examination of the effect of monitoring on consultation time. I plot
kernel densities of consultation times separately for overtly vs. covertly monitored consultations.
There is a noticeable shift in the distribution to the right for (overtly) monitored consultations,
particularly for shorter consultations, indicating an increase in consultation time. A Kolmogorov-
Smirnov test easily rejects equality of the two distributions (p-value=0.000). The unadjusted mean
difference between overtly and covertly monitored consultations is about 1.9 minutes. Relative to
the control mean this is a large increase — approximately 21%. Keep in mind that this includes the
time to walk in and out of the room, which is technically not part of the consultation so the true
effect on consultation length is even larger. In Figure 4, I plot the CDF of the treatment effect to
examine the distribution. We see that while the average is just under 2 minutes, 20% of clinicians
increased their consultation times by more than 50% (indicated by the dashed line), when they were
being overtly monitored.

Table 4, which presents the results from Equation 1, confirms these graphical results. Column
1 is the base specification that includes only strata dummies. Column 2 is the clinic fixed effects
specification, Column 3 is the provider fixed effects specification, and Column 4 adds-in patient-level
controls. We see that across columns, the coefficients are nearly identical. Including patient-level
controls makes no difference, as one would expect if characteristics are uncorrelated with treatment.
From these results, I conclude that the peer monitoring treatment caused providers to increase
consultation times by about 21 percent. What does this mean? The obvious conclusion is that
providers exerted more effort in response to being monitored. One must, however, rule out other
possibilities. It is possible, for example, that the increase in time simply reflect providers being
more careful and proceeding more slowly because they were playing to the audience (of one), or
perhaps the presence of the peer clinician made them more nervous so that things took longer. In
this case a longer consultation would not indicate that providers did more, it would simply mean
that they took longer to do the same things.3®

First, evidence from prior work indicates that providers likely did more, i.e., they took substan-
tive new actions, in response to being monitored. Leonard and Masatu (2010), for example, showed

that clinicians asked more questions and carried out more recommended examinations when being

38Taking more time and being more careful may still be beneficial but this is not the primary posited mechanism.
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observed.?® Rowe et al. (2012) compared health worker adherence to Integrated Management of
Childhood Illness (IMCI) guidelines under “conspicuous” observation to normal behavior assessed
by fake or simulated patients. This is a particularly noteworthy study because the authors also
collected data on consultation duration. They found that observed consultations were about 31%
longer and observed clinicians exhibited greater adherence to IMCI guidelines (a median difference
of 16 percentage points).*® Second, data from our follow-up interviews confirm that patients in
fact received more care when the clinician was being overtly monitored. In the follow-up survey
we asked patients about the care they received, and specifically whether they were prescribed any
medicines by the health provider.! Whether a patient receives treatment is obviously going to be
related to their outcomes. We see from Table 5 that patients in the treatment group were about
8 percentage points more likely to report being prescribed treatment.*? If we know that clinicians
increased effort along this dimension, since medicines are not prescribed in a vacuum, it indicates
that they increased effort along other dimensions.

Third, if clinicians responded to monitoring by doing more (rather than just moving more slowly),
we would expect this to vary with ability. Higher-ability clinicians know more and therefore can
be induced to do more.*3 To test this proposition, I construct a measure of clinician ability using
principal component analysis to derive an index from the following variables: (i) the clinician’s score
on the multiple-choice assessment, (ii) percent of recommended history-taking questions asked,**
(iii) percent of the clinician’s patients that received a physical examination, (iv) percent of cases
where a diagnostic test was ordered, and (v) percent of the clinician’s patients that received a

diagnosis.*> The resulting index is divided into quartiles. I interact dummies for each quartile

39Tnterestingly, the magnitude of this increase was around 20%.

“0For additional health care examples, see Rowe et al. (2006) and Campino et al. (2008). Outside of health care,
see Muralidharan and Sundararaman (2010) who showed that teachers exerted more effort when being observed in
the classroom.

4IThis was something we believed they would be able to recall with accuracy even months later.

42This could be biased upwards if patients whose consultations were monitored were more likely to recall receiving
treatment. Since we observe, for monitored consultations, whether the patient was in fact prescribed any medicines,
we can use the observational data instead of patient report. The resulting estimate is not very different — about 7
percentage points.

431f on the other hand, clinicians were simply unnerved by the presence of another clinician, one might expect
lower-ability clinicians to be more affected, which would lead to a result in the opposite direction — lower-ability
clinicians would take more time in response to the treatment.

441 first average within condition (for fever, cough, and diarrhea), and then average over all conditions for each
provider.

45The last four are constructed using the observational data. As a check that this index captures ability, I relate
it to medical school performance. In the survey providers were asked whether they: (a) attained a distinction or high
pass on any of their courses during medical training, or (b) repeated a year at any point during their training (usually
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with the the treatment indicator and re-estimate Equation 1. To make this point visually, I plot
the coefficients from this interacted regression in Figure 5. For clarity the dependent variable is
consultation time in minutes.*® We can clearly see that the effect of monitoring increases with
ability, as one would expect if clinicians did more. There is no effect of monitoring on clinicians in
the bottom two quartiles (they are already doing what they know and cannot be induced to do more
— they are constrained by their ability). However as ability increases, clinicians can be induced to do
more because they know more. We see that the increase in consultation time for the highest-ability
clinicians is nearly double the average, consistent with an increase in effort (higher-ability clinicians
are practicing well inside their frontier and can be induced to do more).

Finally, I show that consultation time varies in the expected way with clinician effort. I regress
various measures of clinical effort on consultation time.*” The model includes provider fixed effects
and controls for patients characteristics. The results are in Table 6. We see that longer consultations
are associated with asking more recommended questions, carrying out more examinations, greater
use of diagnostic tests, and a greater likelihood that the provider talked to the patient about their
diagnosis and treatment. Asking more questions or performing more examinations is not a policy
objective in and of itself, except to the extent that it increases the likelihood that the clinician
will correctly deduce what is wrong with the patient, allowing them to prescribe treatment. In
keeping with this, we see that longer consultations are associated with a greater likelihood that the
provider makes a diagnosis, and an increase in the number of medicines prescribed consistent with
patient reports from the follow-up survey (dependent variable means are reported at the bottom
of the table). Based on these results, a 50% increase in consultation time would translate into a
0.8 percentage point increase in the proportion of recommended history-taking questions asked for
patients with fever, a 3.5 percentage point increase in the probability of carrying out a physical
examination, a 4.7 percentage point increase in the probability that a diagnostic test is ordered,
and a 2.2 percentage point increase in the probability that the clinician provides health education

related to the diagnosis.

due to poor grades). The former indicates ‘high achievers’ while the latter indicates potentially ‘low achievers’. Given
that these were face-to-face interviews, I expect some level of misreporting. In particular, I expect that the former
will be biased upwards while the latter will be biased down. The results are, nevertheless, instructive. In Appendix
Figure 1 I plot summary means for each variable within ability quartiles and find the expected positive (negative)
gradients.

46The corresponding regression results are in Table 8.

4"The sample includes all observed consultations.
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5.3 Provider effort and health

Having provided evidence that monitoring induced health providers to exert greater effort, I turn
to the effect on patient outcomes. Descriptively, patients were in better health at follow-up relative
to baseline: 15.5% of patients, for example, reported being in excellent health at follow-up compared
to 0.3% at the time of the initial visit. Patients also reported improvements in functional health: at
follow-up 22% of patients reported difficulty walking up a flight of stairs or running the length of a
football field compared to 63% at the time of the clinic visit. In Figure 6 I plot the distribution of
self-reported health at follow-up, separately for the treatment and control groups. We can see a clear
increase in the proportion of patients in the treatment group that rated their health as excellent
at follow-up. The unadjusted difference is 4.1 percentage points (a 27% improvement relative to
the mean). Figure 7 looks at changes between baseline and follow-up. We see that relative to the
control group, patients in the treated group experienced a larger improvement in health between
baseline and follow-up. The unadjusted relative difference is 4.5 percentage points.

Table 7 presents regression results. In Panel A, the dependent variable is a dummy indicator
denoting excellent health on the day of interview based on the patient’s or caregiver’s rating. In
Panel B, the dependent variable is a measure of functional health; an indicator for difficulty walking
up a flight of stairs or running the length of a football field. All the specifications include clinician
fixed effects. Column 1, the base specification, does not include any controls; Column 2 controls
for baseline health but no additional controls; and Column 3 includes additional patient controls.
Column 4 reports results from an IV specification where I instrument for clinician effort, measured
by the amount of time spent by the clinician with the patient, with the treatment indicator - whether
a peer was present during the consultation.

The results indicate that patients whose consultations were monitored were in better health at
follow-up. Patients in the treatment group were 8 percentage points more likely to rate their health
as excellent at follow-up (compared to a mean of 15%), and 7.3 percentage points less likely to
report difficulty in walking up a flight of stairs or running the length of a football field (compared to
a mean of 22%). As Column 2 shows, the results are not sensitive to controlling for baseline health;
neither are they sensitive to including additional controls for patient characteristics (Column 3). In

Table A.1, I show that the results hold up in a non-linear logit specification. I present results from
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both a simple logit model with strata dummies and a logit model with provider random effects (the
coefficients reported are average marginal effects).*® We see that the coefficients are similar in both
specifications and are in line with the linear estimates.

In Table A.2, I use as the dependent variable, a summary measure of health that aggregates
information from all the health measures. Each indicator is normalized to have a mean of zero and
a standard deviation of one in the control group, and I create a summary health index that is the
mean of the normalized values. I present results using both the continuous index, and an indicator
for a score above the median. In line with the previous results, patients in the treatment group
score higher on the index and the probability that the patient’s health score is above the median
increases by 9.4 percentage points.

Next I examine whether there is a dose-response relationship between (induced) effort and
health. The idea is to examine whether greater effort, induced by the treatment, results in larger
improvements in health. If it does, it adds further credibility to the results as it indicates that the
underlying mechanism is indeed effort. In Figure 5 I showed that the effect of monitoring on effort
varied by clinician ability. Low-ability clinicians did not appear to respond to overt monitoring likely
because they are constrained by their (lack of) knowledge, in contrast to high-ability clinicians. One
way therefore to check that the health results are real is to examine whether patients seen by higher-
ability clinicians (who experienced greater ‘intensity’ of treatment) experience better outcomes.
Figure 8 provides strong supporting evidence. The distribution of health improvements in Figure 8
aligns with that of effort shown in Figure 5. The regression results are in Table 8.

In Figure A.2, I present some additional evidence. In the follow-up survey, we asked patients
whether, since their visit to the clinic, they had sought care from a different provider or facility
on account of the same illness.*® Since patients are only likely to seek alternative care if they
do not get better, we may expect that fewer patients in the treatment group will report seeking
alternative care. Though only a small fraction of patients reported seeking other care overall (5.3%),
as Figure A.2 shows, patients whose consultations were monitored were less likely to have sought
care from a different provider or facility. Again, this result is consistent with treated patients being

in better health.

48 A fixed effects logit specification result in a loss of too many observations.
“*The exact question was: “Since your visit to [clinic| on [date], have you consulted another health provider or
visited another health facility on account of the same illness?”
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IV: The IV coefficients indicate that a 10% increase in provider effort (measured by consulta-
tion time) leads to approximately a 4 percentage-point improvement in the probability of being in
excellent health, and a 3.9 percentage point decrease in the probability of difficulty in walking up
a flight of stairs or running the length of a football field. The latter result in the IV specification

does not quite reach statistical significance.

Additional Robustness checks

In Table A.3, I examine whether the results might be driven by differential dropout. Though
follow-up interview completion rates are similar — 67% in the control group vs. 64% in the treatment
group (the p-value from a test of equality is 0.42), the pattern of dropout could still differ. To assess
robustness I estimate non-parametric Lee bounds (Lee et al., 2009). To estimate bounds, I trim the
outcome distribution in the treatment arm by the difference in retention rates as a proportion of the
retention rate in the treatment arm. This requires trimming the upper or lower 4% of the outcome
distribution. The resulting bounds are shown in Table A.3. Column 1 shows the estimated Lee
bounds without any covariates while Column 2 includes the baseline health dummies as covariates
(essentially splitting the sample into cells corresponding to each baseline health category). In both
cases, the bounds are tight and exclude zero. The unadjusted (covariate-adjusted) lower and upper
bounds imply a 3.6 and 7.8 (4.9 and 9.1)-percentage-point improvement respectively.?”

In Table A.4, I attempt to rule out other confounding explanations. One possibility is that
simply by being present, the observing clinician had an effect on patient outcomes. For example,
it could be the case that the presence of a clinician from out-of-town (ostensibly there to monitor
quality of services) made patients more confident that they were receiving good care and therefore
more likely to adhere to the treatment prescribed. This might result in an improvement in health,
but not as a result of providers exerting more effort (this would only be coincidental). To assess
this I turn to the follow-up survey, where patients were asked whether they procured medicines
prescribed and took them.?! I find no evidence that treated patients were more likely to procure,

or take medicines prescribed (conditional on medication being prescribed).

®0This was estimated using the leebounds stata module (Tauchmann, 2014).
51The exact questions were: Did you obtain these medicines? (“Yes, all of it”, “Yes, some of it”, and “No”), and
Did you take these medicines? (“Yes, completed the dose”, “Yes, still taking medication”, “Started but discontinued”,

and “Other”).
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Placebo effects are also possible: perhaps the presence of the observer made patients feel better
about the care they received and made them more likely to feel better overall. These are harder to
rule out. A weak test is to check whether treated patients reported being significantly happier with
the care they received. If the result is negative, this would suggest that placebo effects are unlikely
to be a driver. In Column 3 of Table A.4 I examine whether treated patients were more likely to
report being satisfied with their care. Since nearly 97% of patients reported being either satisfied
or very satisfied with their care, I define satisfaction as being very satisfied. There is no evidence
that treated patients were more likely to report being very satisfied with their care. The fact that
the treatment also led to improvements in functional health suggests that these were real health

improvements.

5.4 Heterogeneous Effects

The results of the treatment heterogeneity analysis are in Table 9. I do not find any statistically
significant evidence of heterogeneous effects by either patient illness severity or case complexity.
Providers appear to increase effort by similar amounts regardless of illness severity. I also do not
find any evidence of heterogeneity in terms of health outcomes. The coefficients in both cases are
fairly small in magnitude and insignificant. There is suggestive evidence of some heterogeneity by
case complexity but the results are not precisely estimated. These results run somewhat counter to

the prediction of a rationing model.

6 Discussion

This study provides some of the first direct evidence of a causal link between health provider
effort and patient outcomes. In this experiment, outpatient clinicians in Nigeria were exposed to an
intervention designed to induce them to exert more effort: monitoring by a peer. The rationale was
that providers would be more likely to follow what they believed to be proper practice when another
clinician was in the room observing them (even if there were no rewards or penalties attached to
their performance). To measure provider behavior under the counterfactual, the same providers were
covertly observed. I show that when providers are overtly monitored, they respond by increasing

the amount of time they spend with their patients. I marshal additional evidence to show that
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consultation times are longer because providers are doing more for their patients. I find that this
increase in effort results in health improvements. The ITT results indicate an 8-percentage-point
improvement in the probability that a patient is in excellent health at follow-up. This is roughly
equivalent to the difference in outcomes produced by clinicians in the second highest ability quartile
compared to clinicians in the bottom quartile of ability.>?

Are these health effects plausible given that the average increase in consultation time was just
under two minutes? I have presented careful evidence supporting the credibility of these findings
but it is important to put the increase in consultation time into context. First, while a two-
minute increase in consultation time is not large in an absolute sense, it is large relative to average
consultation times in this (and similar) settings. To put this into proper perspective, the estimated
treatment effect is roughly the difference in time between a medical officer and a community health
extension worker. Second, in the presence of diminishing marginal returns, the gains to increased
time (and effort) are likely to be significantly larger at the base of the curve. A two-minute increase
in time spent by a provider with a patient may not make a huge difference when clinicians are
already spending 20 minutes with patients,®® but it will when the median consultation lasts only
8 minutes. The extra two minutes may be the difference between a clinician examining a patient
or asking an additional question that leads to a diagnosis and treatment. In a striking illustration
of this, Rowe et al. (2012) found that majority of health workers during a sick child consultation
failed to ask about diarrhea (unless it was spontaneously offered as a complaint); “and that failure
led to a cascade of errors, ultimately resulting in incorrect treatment for virtually all diarrhea cases.”
Third, it is worth noting that while two minutes (a 20% increase) was the average, 1 in 5 clinicians
increased effort by more than 50%.

The results in this paper suggest that there are significant welfare costs to low effort. On the
one hand, the cost to providers of exerting additional effort appears to be small. Clinics see about
22 patients daily. Given an average consultation time of 8.5 minutes (in the control condition), this
means that the average provider spends about 3.1 hours per day consulting with patients, suggesting

that they have significant slack even if one factors in other activities such as administrative duties.

52 Appendix Table 5 reports results from a regression of patient health on clinician ability. The model controls
for other clinician characteristics (age, sex, qualifications, and years of experience), clinic characteristics (whether
inpatient services are offered, whether the clinic has a lab and pharmacy, and level of cleanliness of the clinic as
observed by the data collector), and patient characteristics. The model includes strata dummies.

®3The average consultation length in the US (Irving et al., 2017).
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I estimate that monitoring increased average consultation times by about 20 percent, which would
be less than 40 additional minutes per day. The cost of low effort for patients are, however, large
and significant. There is a large economic literature examining the relationship between health
and productivity going all the way back to Schapiro (1919).>* Good health is valuable because it
increases productivity. Healthy individuals can work harder and longer, and can also think more
clearly.?® To quantify the cost of low effort in terms of wages, I turn to estimates from this literature.

Schultz and Tansel (1997) estimated 10-12% lower wages for each disabled day (days inactive
due to illness) in Cote d’Ivoire and Ghana.?® More recently, Dillon et al. (2014) estimated that a
workplace malaria testing and treatment program in Nigeria increased daily wages by between 6
and 9% (Treatment-on-Treated effects for malaria-positive workers were smaller — about 2-3%). In
Latin America, Cortez (2000) and Murrugarra and Valdivia (2000) estimated that an additional
day ill during the four weeks prior to the survey was associated with a decline of between 1 and 4
percent in hourly earnings in Peru while Ribero and Nufiez (2000) estimated that being sick in the
last month decreased male/female earnings by 41/19 percent in rural areas in Colombia. Given the
available range of estimates, assuming a 6% reduction in wages for each additional day of ill health
does not seem unreasonable. Based on data from the 2015 Nigeria Living Standards Measurement
Survey (NLSMS), 14% of Nigerians reported ill health in the last month and were unable to perform
their usual activities for about 3.5 days, on average. Focusing on the working age population, 15-64
year olds (approximately 53% of Nigeria’s 186 million people), and assuming that they each earn the
statutory minimum wage (roughly $60 per month), this would translate to about two billion dollars
in lost wages per year due to ill health.®” Assuming that about half of sick individuals seek care
from a health provider (author’s calculation based on the 2015 NLSMS) and that providers exerting
effort similar to that induced by the monitoring intervention would cut sick days by about a third
(this seems reasonable given the estimates reported in this paper), this would imply that about $350
million in wages is lost annually because of sub-optimal levels of provider effort. This represents

nearly 0.1% of Nigeria’s GDP ($405.1 billion in 2016 according to World Bank estimates). To put

54Gee reviews of this literature in Bleakley (2010). There is also a macro literature looking at aggregate effects of
health on development (Weil, 2007; Ashraf et al., 2009).

®Health also affects the marginal utility of consumption (see Finkelstein et al., 2013).

56They also estimate a 3% reduction in hours for each disabled day.

5TThis is calculated as lost wages annually due to ill-health (3.5 x $60 x .06 x 12) multiplied by the total number
of working-age adults who are sick (186,000,000 x .53 x .14).
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this into perspective, Nigeria currently spends about 0.3% of GDP on all social safety net programs
combined (World Bank, 2018). This is an admittedly crude back-of-the envelope calculation but it
provides an eye-opening benchmark of the potential cost of low effort.

What are the policy implications of these results? An obvious one is that getting clinicians to
supply more effort is likely to significantly improve patient welfare. One must however temper this
by noting that this appears to depend on underlying ability. In a setting where health workers
with low levels of human capital are ubiquitous, patient welfare gains might be limited. It is worth
speculating a bit though on the broader question of why health workers supply sub-optimal levels
of effort, as this matters for thinking about policy implications. One possibility is that this reflects
shirking behavior by health workers. Effort is costly (and hard to monitor) and in the absence of
strong accountability mechanisms, health workers will supply lower-than-optimal levels of effort.
In this scenario, health workers are earning rents on the job, and better monitoring is needed to
eliminate these rents. A different possibility is that it represents an informal contract between
employer and employee. Both have a tacit understanding that in exchange for accepting low wages
and poor working conditions, maximum effort is not expected.?® In that sense, low effort is a kind of
non-wage benefit similar to other non-wage benefits such as vacation time. In this scenario increased
monitoring would lead to greater output of effort in the short run, but in the long run would reduce
the attractiveness of the job making it harder to attract candidates. A better alternative would be
to improve salaries and working conditions (though monitoring could still be useful).

A completely different interpretation, alluded to earlier, is that this is not low effort per se, but
rather a misallocation problem whereby health workers are spending too little time on cases where
they should be spending more time (our results however do not support this explanation). When
being observed by a peer they do more, not because they know that they should have been doing
more in the first place, but because they are playing to their audience. Since they do more for all
patients, as the results indicate, cases where too little effort was being expended initially, inevitably
benefit. In this case, increased monitoring does not really address the underlying problem. While
patients that were receiving too little care will benefit from the increased monitoring, others patients

now receive too much care, which is also inefficient. In that sense, monitoring is too blunt of an

8This might be one reason why the same workers exert more effort in the private sector than to the public sector
(Das et al., 2016). Because pay and conditions are better, it is implicitly understood that more effort is expected.
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instrument. The right intervention would be better training of health workers; both to recognize
specific cases that require greater attention, but to, in general, always be thorough and minimize
the use of heuristics. This is an important area for future work.

In closing, I recognize that this study is not without limitations. One limitation, which has
implications for generalizability, is that the study sample only included patients that provided a
contact phone number. Phone ownership might, for example, be correlated with socioeconomic sta-
tus, and more educated, wealthier patients might be more likely to carry out prescribed tests and
procure prescribed medication. To the extent that phone ownership is correlated with other observ-
able characteristics such as whether the patient arrived in their own car or motorcycle, including the
latter as a control in the regressions helps in part to mitigate this concern.?® Nevertheless, it will
be interesting to see how well these results transfer to other settings. A second limitation is that
I do not have data on clinically measured health outcomes. Even though, as alluded to earlier in
this paper, there is very strong evidence linking patient self-reported health to clinically measured
outcomes, it would be interesting to see if one would found similar effects using clinical measures of

health.%0

7 Conclusion

Over the last decade, a growing number of studies have found results suggestive of low levels of
effort by health providers in developing countries (Das and Hammer, 2014). One of the hallmark
findings is a divergence between what health providers know, and what they do in practice (referred
to as the “know-do” gap). Sometimes lost in the discussion is that gaps also exist between knowledge
and practice in highly developed countries (Cabana et al., 1999; Rethans et al., 1991). In practice,
it is common for clinicians to use approximations, and to skip steps considered to be unnecessary
for a given patient. As such, a gap between theory and clinical practice does not inexorably lead

to the conclusion that providers are not exerting enough effort. The results in this paper, however,

59 An alternative approach is to re-weight the sample. Since patients with a phone are a subset of all patients
and I have data on the characteristics of all patients that visited the clinic while the research team was present,
one can model the probability of being included in the study and then re-weight the sample using the inverse of the
estimated probability (Busso et al., 2014). Coefficients from an inverse probability weighted regression for overall
health are slightly smaller (0.073) but remain significant at the 5% level. The effect on functional health is similar
but less precisely estimated and does not quite reach significance at the 10% level (p=0.12) I am therefore cautiously
optimistic that these results are not idiosyncratic.

59This is the subject of ongoing work.
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provide strong evidence of sub-optimal levels of effort. When clinicians exert more effort, patients’
health improves, suggesting that initial levels of effort (and care) were too low. The estimates imply
substantial returns to effort: the elasticity implied by the lower-end estimates is around 2. This is
similar to the estimates of the returns to medical care spending in Almond et al. (2010).5!

These results provide justification for programs to incentivize health providers to supply more
effort. In the government sector, there may be limited scope for market forces to induce providers
to supply optimal levels of effort, and even in the private health sector where market forces have
a larger role, information asymmetries may limit the ability of markets to correct. This suggests
that policy intervention will likely continue to prove necessary. There are various tools available to

1.52 The kind of monitoring

policy makers. Monitoring, as this paper demonstrates, is one such too
used in this study is resource-intensive and unlikely to be used widely, but ‘lighter-touch’ monitoring
may also be effective. For example regular case reviews and clinical audits have been used to good
effect in some settings (Benjamin, 2008), so have bottom-up strategies (Bjorkman Nyqvist et al.,
2017). Brock et al. (2013) show that even a simple encouragement intervention can yield results.
Another tool that has been used in developed countries, performance measurement (with or without
reporting), may also have a role in developing countries, though research shows that this does not
come without its own set of challenges (Smith et al., 2010). In the longer run, creating effective
malpractice laws, and enforcing those on the books, may help to reinforce professional standards.
In the short to medium term, programs offering providers incentives to improve effort and quality,

and utilizing forms of contracting that include performance metrics may offer a viable pathway to

improving outcomes.
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Figure 1: Common Presenting Complaints
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Note: Figure shows the distribution of presenting complaints based on the proportion of cases where a symptom was
mentioned
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Figure 2: Distribution of Consultation Time
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Note: Dotted line in Panel A denotes the mean consultation time
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Figure 3: Distribution of Consultation Time by Treatment Status
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The figure shows the pdf of transformed consultation times for overtly vs. covertly monitored consultations
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Figure 4: CDF of Treatment Effect
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The figure shows the CDF of the difference in consultation time between the treatment and control groups. The
dotted line indicates a 50% increase in consultation length.
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Figure 5: Monitoring and Clinician Ability
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The figure examines how the effect of monitoring varies with clinician ability. It shows coefficients and 95% confidence
intervals from a regression of consultation time on the treatment indicator interacted with dummies for each ability
quartile. The ability index is derived by applying principal component analysis to the following variables: (i) the
clinician’s score on a multiple-choice assessment, (ii) percent of recommended history-taking questions asked, (iii)
percent of the clinician’s patients that received a physical examination, (iv) percent of cases where a diagnostic test
was ordered, and (v) percent of the clinician’s patients that received a diagnosis.
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Figure 6: Patient Health at Follow-up

Control Peer monitoring

The figure shows the proportion of patients in each health category. From top to bottom: Excellent, Very good,
Good, Fair, and Poor.
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Figure 7: Fraction of patients in excellent health at baseline and follow-up by treatment status
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The figure shows the proportion of patients reporting excellent health at baseline/follow-up by treatment status
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Figure 8: Clinician Ability and Patient Health

Patient is in excellent health

Treatment effect

Treatment effect
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The figure examines how the effect of the treatment on patient health varies with clinician ability. It shows coefficients
and 95% confidence intervals from a regression of patient health at follow-up on the treatment indicator interacted
with dummies for each ability quartile. In Panel A the dependent variable is an indicator for excellent health at
follow-up and in Panel B the dependent variable is an indicator for difficulty in climbing up a flight of stairs or
running the length of a football field. The ability index is derived by applying principal component analysis to the
following variables: (i) the clinician’s score on a multiple-choice assessment, (ii) percent of recommended history-
taking questions asked, (iii) percent of the clinician’s patients that received a physical examination, (iv) percent of
cases where a diagnostic test was ordered, and (v) percent of the clinician’s patients that received a diagnosis.
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Table 1: Characteristics of Health Clinics and Providers

VARIABLES Mean SD

Clinic Characteristics (N=124)
Number of health providers 5.839 2.724
Monthly patient volume 647.8 760.4
Offers inpatient services 0.716 0.453
Number of beds 15.452 9.116
Catchment area population 17366 17973
Offers PMTCT services 0.653 0.478
Offers C-section 0.073 0.260
Has electricity 0.274 0.448
Has backup generator 0.524 0.501
Has running water 0.460 0.500
Has Flush Toilet 0.355 0.480
Has ambulance 0.282 0.452
Has a laboratory 0.589 0.494
Has an operating theater 0.056 0.232

Provider Characteristics (N=242)
Sex: Male 0.620 0.486
Age at last birthday 34.3 8.4
Married 0.620 0.486
Doctor 0.240 0.428
Community Health Officer 0.116 0.321
Nurse/midwife 0.066 0.249
Community Health Extension Worker (CHEW) 0.430 0.496
Junior CHEW 0.091 0.288
Other qualification 0.058 0.234
Years working with qualification 7.95 7.50
Years working in clinic 2.58 4.17
Percent of clinic outpatient consultations 26.01 17.58

Table shows characteristics of primary health clinicsand providersincluded in the
study. PMTCT stands for Prevention of Mother to Child Transmission of HIV.



Table 2: Baseline Patient Sample

Total Control Treatment
VARIABLES (N=925) (N=305) (N=620) C-T
Male 0.356 0.341 0.363 -0.022
(0.479) (0.475) (0.481) [0.734]
Age at last birthday 23.26 21.60 24.08 -2.48
(18.29) (17.13) (18.80) [1.969]
Transportation: walked to the clinic 0.590 0.620 0.576 0.044
(0.492) (0.486) (0.495) [-1.317]
Transportation: own car or motorcycle 0.330 0.308 0.340 -0.032
(0.470) (0.463) (0.474) [1.000]
Travel time to clinic (minutes) 21.00 20.01 21.49 -1.48
(20.69) (16.16) (22.59) [1.089]
Iliness Severity Score (0-10) 5.718 5.603 5.774 -0.171
(1.953) (2.066) (1.895) [1.211]
Severity Score 2 7 0.345 0.351 0.342 0.009
(0.476) (0.478) (0.475) [-0.284]
Overall health: Health is Excellent 0.0281 0.0393 0.0226 0.0167
(0.165) (0.195) (0.149) [-1.456]
Functional health: Has difficulty walking/running 0.658 0.656 0.660 -0.004
(0.475) (0.476) (0.474) [0.123]
Complex presentation 0.148 0.164 0.140 0.024
(0.355) (0.371) (0.348) [-0.998]
Presenting complaint: Fever 0.394 0.393 0.394 -0.001
(0.489) (0.489) (0.489) [0.003]
Presenting complaint: Headache 0.263 0.289 0.250 0.039
(0.440) (0.454) (0.433) [-1.125]
Presenting complaint: Cough 0.141 0.121 0.150 -0.029
(0.348) (0.327) (0.357) [1.105]
Presenting complaint: Abdominal pain 0.136 0.138 0.135 0.003
(0.343) (0.345) (0.343) [-0.110]
Presenting complaint: Weakness/Fatigue 0.133 0.144 0.127 0.017
(0.340) (0.352) (0.334) [-0.727]
Presenting complaint: Vomiting 0.0768 0.0721 0.0790 -0.0069
(0.266) (0.259) (0.270) [0.335]
Presenting complaint: Chest pain 0.0757 0.0656 0.0806 -0.015
(0.265) (0.248) (0.273) [0.954]
Presenting complaint: Diarrhea 0.0703 0.0557 0.0774 -0.0217
(0.256) (0.230) (0.267) [1.215]
Presenting complaint: Pregnancy-related 0.0551 0.0361 0.0645 -0.0284
(0.228) (0.187) (0.246) [1.810]
Presenting complaint: Feeling ill 0.0476 0.0426 0.0500 -0.0074
(0.213) (0.202) (0.218) [0.512]

The sample consists of 925 patients enrolled in the study. To measure overall health patients were asked to
rate their using a categorical scale ranging from poor to excellent. The dependent variable is an indicator
denoting excellent health. The variable shown in the table includes patients in very good health because only
3 out of 925 patients reported excellent health at baseline. Functional health was assessed by asking
patients how much difficulty they would have walking up a flight of stairs or running the length of a football
field (none, some, or a lot). The dependent variable is an indicator denoting at least some difficulty. A
complex presentation is defined as a patient presenting with generalized pain or weakness. The table also
includes the ten most frequently reported complaints. Standard deviations in parentheses. Column 4 reports
tests of difference. t statistics are shown in brackets



Table 3: Follow-up Patient Sample

Total Control Treatment
VARIABLES (N=599) (N=203) (N=396) C-T
Male 0.362 0.355 0.366 -0.011
(0.481) (0.480) (0.482) [0.295]
Age at last birthday 23.88 22.69 24.49 -1.8
(18.82) (18.28) (19.08) [1.150]
Transportation: walked to the clinic 0.614 0.635 0.604 0.031
(0.487) (0.482) (0.490) [-0.768]
Transportation: own car or motorcycle 0.309 0.310 0.308 0.002
(0.462) (0.464) (0.462) [-0.060]
Travel time to clinic (minutes) 20.85 19.31 21.63 -2.32
(22.91) (16.47) (25.57) [1.156]
Iliness Severity Score (0-10) 5.603 5.512 5.649 -0.137
(1.910) (1.991) (1.868) [0.772]
Severity Score > 7 0.319 0.330 0.313 0.017
(0.466) (0.471) (0.464) [-0.436]
Overall health: Health is Excellent 0.0267 0.0493 0.0152 0.0341
(0.161) (0.217) (0.122) [-2.078]
Functional health: Has difficulty walking/running 0.646 0.596 0.672 -0.076
(0.479) (0.492) (0.470) [1.780]
Complex presentation 0.140 0.163 0.129 0.034
(0.348) (0.370) (0.335) [-1.145]
Presenting complaint: Fever 0.382 0.365 0.391 -0.026
(0.486) (0.482) (0.489) [0.572]
Presenting complaint: Headache 0.250 0.291 0.230 0.061
(0.434) (0.455) (0.421) [-1.379]
Presenting complaint: Cough 0.129 0.123 0.131 -0.008
(0.335) (0.329) (0.338) [0.271]
Presenting complaint: Abdominal pain 0.120 0.133 0.114 0.019
(0.325) (0.340) (0.318) [-0.695]
Presenting complaint: Weakness/Fatigue 0.125 0.138 0.119 0.019
(0.331) (0.346) (0.324) [-0.648]
Presenting complaint: Vomiting 0.0785 0.0640 0.0859 -0.0219
(0.269) (0.245) (0.281) [0.825]
Presenting complaint: Chest pain 0.0768 0.0690 0.0808 -0.0118
(0.266) (0.254) (0.273) [0.539]
Presenting complaint: Diarrhea 0.0618 0.0394 0.0732 -0.0338
(0.241) (0.195) (0.261) [1.572]
Presenting complaint: Pregnancy-related 0.0484 0.0296 0.0581 -0.0285
(0.215) (0.170) (0.234) [1.388]
Presenting complaint: Feeling ill 0.0484 0.0197 0.0631 -0.0434

(0.215) (0.139) (0.244) [2.686]

The sample consists of 599 patients successfully interviewed at follow-up. To measure overall health patients
were asked to rate their current state of health using a categorical scale ranging from poor to excellent. The
dependent variable is an indicator denoting excellent health. The variable shown in the table includes patients
in very good health because only 2 out of 599 patients reported excellent health at baseline. Functional health
was assessed by asking patients how much difficulty they would have walking up a flight of stairs or running
the length of a football field (none, some, or a lot). The dependent variable is an indicator denoting at least
some difficulty. A complex presentation is defined as a patient presenting with generalized pain or weakness.
The table also includes the ten most frequently reported complaints. Standard deviations in parentheses.
Column 4 reports tests of difference. t statistics are shown in brackets



Table 4: Monitoring and Effort

(1) (2) (3) (4)

VARIABLES Log of Consultation Time
Monitoring 0.206*** 0.216*** 0.2271*** 0.210***

(0.060) (0.059) (0.057) (0.056)
Observations 925 916 891 891
R-squared 0.072 0.355 0.494 0.512
Fixed Effects State only Clinic Provider Provider
Additional Controls No No No Yes

The dependent variable is log-transformed consultation time. Monitoring denotes a consultation
where the peer clinician was present. Additional controls in Column 4 include dummies for patient
age and sex, an indicator for mode of transportation to the clinic (own car or motorcycle=1), an
indicator for severe illness (severity score > 7), an indicator for a fever presentation, an indicator
for a pregnancy-related presentation, an indicator for a complex presentation (patients presenting
with generalized pain or weakness), and indicators for baseline health.Standard errors in
parentheses are clustered at clinic level *** p<0.01, ** p<0.05, * p<0.1



Table 5: Do clinicians do more when being monitored?

(1) (2) (3) (4)

VARIABLES Was patient prescribed any medicines?
Monitoring 0.075** 0.069** 0.094*** 0.081***
(0.029) (0.030) (0.033) (0.030)
Observations 599 590 547 547
R-squared 0.198 0.384 0.484 0.519
Fixed Effects State only Clinic Provider Provider
Additional Controls No No No Yes

The dependent variable is an indicator for whether the patient was prescribed any medicines by the
provider during their visit. The control group mean is 0.84. The sample consists of patients interviewed
at follow-up. Monitoring denotes a consultation where the peer clinician was present. Additional
controls in Column 4 include dummies for patient age and sex, an indicator for mode of transportation
to the clinic (own car or motorcycle=1), an indicator for severe illness (severity score = 7), an indicator
for a fever presentation, an indicator for a pregnancy-related presentation, an indicator for a complex
presentation (patients presenting with generalized pain or weakness), and indicators for baseline
health. Standard errors in parentheses are clustered at clinic level *** p<0.01, ** p<0.05, * p<0.1



Table 6: C Itation Time and Clinician Effort

(1) (2) (3) (4) (5) (6) (7) (8) (9)
History-taking Any Physical Number of Physical Any Lab Tests  Number of Lab Made a Medicines Explains Provides health

VARIABLES (Fever) Exam Exams Ordered Tests diagnosis Prescribed treatment education
Log of consultation time 0.016* 0.068*** 0.556%** 0.091%** 0.213%** 0.037** 0.326*** 0.016 0.045**

(0.008) (0.018) (0.155) (0.024) (0.050) (0.017) (0.082) (0.017) (0.020)
Observations 899 1,905 1,905 1,905 1,905 1,905 1,905 1,905 1,905
R-squared 0.730 0.458 0.690 0.514 0.542 0.545 0.390 0.534 0.531
Mean of dependent variable 0.253 0.835 3.306 0.519 0.871 0.679 3.476 0.311 0.315

Table shows coefficients from regressions of various indicators of clinician effort on consultation length. The dependent variable in Column 1 is the percent of recommended history taking
questions asked for patients presenting with fever; in Column 2 it is the probability that the clinician carried out a physical exam; in Column 3, it is the number of physical examinations; in
Column 4 it is the probability that a lab test was ordered; in Column 5 it is the number of lab tests; in Column 6 it is the probability that the clinician made a diagnosis; in Column 7 it is the
number of medicines prescribed, in Column 8 it is the probability that the clinician explained the treatment being provided, and in Column 9 it is the probability that the clinician provided health
education related to the diagnosis. The sample consists of all patient consultations that were observed. All models include provider fixed effects and the following controls: dummies for patient
age and sex, an indicator for mode of transportation to the clinic (own car or motorcycle=1), an indicator for severe illness (severity score 2 7), an indicator for a fever presentation, an indicator
for a pregnancy-related presentation, an indicator for a complex presentation (patients presenting with generalized pain or weakness), and indicators for baseline health. Standard errors in
parentheses are clustered at clinic level *** p<0.01, ** p<0.05, * p<0.1



Table 7: Clinician Effort and Patient Health

Overall Health Functional Health
VARIABLES ITT [\ ITT \Y)
Monitoring 0.077** 0.077** 0.080** -0.061 -0.075 -0.073*
(0.032) (0.034) (0.033) (0.047) (0.047) (0.042)
Effort 0.425* -0.388
(0.214) (0.290)
Observations 547 547 547 547 547 547 547 547
R-squared 0.454 0.479 0.500 0.218 0.343 0.355 0.425 0.254
Controls for baseline health No Yes Yes Yes No Yes Yes Yes
Additional Controls No No Yes Yes No No Yes Yes

Monitoring denotes a consultation where the peer clinician was present. To measure overall health patients were asked to rate their current state of health using a categorical scale
ranging from poor to excellent. The dependent variable is an indicator denoting excellent health (the mean is 0.15). Functional health was assessed by asking patients how much
difficulty they would have walking up a flight of stairs or running the length of a football field (none, some, or a lot). The dependent variable is an indicator denoting at least some
difficulty (the meanis 0.22). A negative coefficient therefore indicates an improvement in functional health. Additional controls include dummies for patient age and sex, an indicator
for mode of transportation to the clinic (own car or motorcycle=1), an indicator for severe illness (severity score > 7), an indicator for a fever presentation, an indicator for a pregnancy-
related presentation, and an indicator for a complex presentation (patients presenting with generalized pain or weakness). Columns 1-3 in each panel are the ITT specifications and
Column 4 is the IV specification where clinician effort (measured by length of the consultation) is instrumented with the treatment indicator. The Wald F-Statistic is 8.53. The sample
consists of patients that were successfully contacted and interviewed. Standard errors in parentheses are clustered at clinic level *** p<0.01, ** p<0.05, * p<0.1



Table 8: Is there a dose-response relationship?

(1) (2) (3)
VARIABLES Log of Consultation Time Overall Health Functional Health
Monitoring 0.068 0.032 0.011
(0.120) (0.038) (0.065)
Monitoring x Ability Quartile 2 0.043 -0.039 -0.163
(0.160) (0.078) (0.112)
Monitoring x Ability Quartile 3 0.316* 0.152* 0.043
(0.173) (0.083) (0.101)
Monitoring x Ability Quartile 4 0.204 0.128 -0.205%**
(0.152) (0.095) (0.084)
Observations 836 516 516
R-squared 0.517 0.521 0.424
Fixed Effects Provider Provider Provider
Additional Controls Yes Yes Yes

The results shown are from a regression of the dependent variable on the treatment interacted with clinician ability (dummies for each quartile). The
ability index is derived by applying principal component analysis to the following variables: (i) the clinician's score on a multiple-choice assessment, (ii)
percent of recommended history-taking questions asked, (iii) percent of the clinician's patients that received a physical examination, (iv) percent of cases
where a diagnostic test was ordered, and (v) percent of the clinician's patients that received a diagnosis. Monitoring denotes a consultation where the
peer clinician was present. To measure overall health patients were asked to rate their current state of health using a categorical scale ranging from poor
to excellent. The dependent variable is an indicator denoting excellent health (the mean is 0.15). Functional health was assessed by asking patients how
much difficulty they would have walking up a flight of stairs or running the length of a football field (none, some, ora lot). The dependent variable is an
indicator denoting at least some difficulty (the meanis 0.22). A negative coefficient therefore indicates an improvement in functional health. Additional
controls include dummies for patient age and sex, an indicator for mode of transportation to the clinic (own car or motorcycle=1), an indicator for severe
illness (severity score > 7), an indicator for a fever presentation, an indicator for a pregnancy-related presentation, an indicator for a complex presentation
(patients presenting with generalized pain or weakness), and indicators for baseline health. The sample consists of patients that were successfully
contacted and interviewed. Standard errors in parentheses are clustered at clinic level *** p<0.01, ** p<0.05, * p<0.1



Table 9: Treatment Effect Heterogeneity by lliness Severity and Case Complexity

(1) (2)

(3)

(4)

VARIABLES Log of Consultation Time Overall Health Log of Consultation Time Overall Health
Monitoring 0.200*** 0.081** 0.176*** 0.074**
(0.062) (0.038) (0.059) (0.036)
Severity score > 7 -0.056 0.041
(0.107) (0.067)
Monitoring x Severity score 2 7 0.031 -0.003
(0.092) (0.066)
Complex presentation -0.138 -0.033
(0.117) (0.076)
Monitoring x Complex presentation 0.208 0.042
(0.135) (0.084)
Observations 891 547 891 547
R-squared 0.512 0.500 0.514 0.500
Fixed Effects Provider Provider Provider Provider
Additional Controls Yes Yes Yes Yes

Column header indicates the dependent variable. Monitoring denotes a consultation where the peer clinician was present. Iliness severity
was assessed on a scale ranging from 0 to 10. | define a case as severe if the severity score is greater than or equal to seven. A complex
presentation is defined as a patient presenting with generalized pain or weakness. To measure overall health patients were asked to rate
their current state of health using a categorical scale ranging from poor to excellent. The dependent variable is an indicator denoting
excellent health (the mean is 0.15). Functional health was assessed by asking patients how much difficulty they would have walking up a
flight of stairs or running the length of a football field (none, some, or a lot). The dependent variable is an indicator denoting at least some
difficulty (the mean is 0.22). A negative coefficient therefore indicates an improvement in functional health. Additional controls include
dummies for patient age and sex, an indicator for mode of transportation to the clinic (own car or motorcycle=1), an indicator for a fever
presentation, an indicator for a pregnancy-related presentation, and indicators for baseline health. Standard errors in parentheses are

clustered at clinic level *** p<0.01, ** p<0.05, * p<0.1
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Figure A.1: Association between Clinician Ability Index and Academic Performance
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Note: The ability index was derived using principal component analysis where the model inputs are (i) the clinician’s
score on a clinical knowledge module, (ii) percent of recommended history-taking questions asked, (iii) percent of the
clinician’s patients that received a physical examination, (iv) percent of cases where a diagnostic test was ordered,
and (v) percent of the clinician’s patients that received a diagnosis. The index is divided into quartiles (shown on
the X-axis). Distinction denotes a distinction or high pass on a course during training while Repeated a year denotes
repeating a full year of training because of poor grades.
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Figure A.2: Fraction of patients seeking care from a different provider or facility for the same illness
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Note: The figure shows the proportion of patients in each group that answered in the affirmative to the following
question: “Since your visit to [clinic| on [date], have you consulted another health provider or visited another health
facility on account of the same illness?”
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Table A.1. Monitoring and Health (Non-linear model)

(1) (2) (3) (4)

VARIABLES Overall health Functional health
Monitoring 0.060* 0.060* -0.032 -0.034
(0.031) (0.031) (0.034) (0.035)
Observations 599 599 599 599
Logit with strata Logit with provider Logit with strata Logit with provider
Model dummies random effects dummies random effects

Monitoring denotes a consultation wherethe peer clinician was present. Coefficients shown are average marginal effects
from logit models. Column headers indicate the dependent variable. To measure overall health patients were asked to rate
their current state of health using a categorical scale ranging from poor to excellent. The dependent variable is an
indicator denoting excellent health (the mean is 0.15). Functional health was assessed by asking patients how much
difficulty they would have walking up aflight of stairs or running the length of a football field (none, some, or a lot). The
dependent variable is an indicator denoting at least some difficulty (the mean is 0.22). A negative coefficient therefore
indicates an improvement in functional health. Models include the following controls: dummies for patient age and sex,
an indicator for mode of transportation to the clinic (own car or motorcycle=1), an indicator for severe illness (severity
score 2 7), an indicator for a fever presentation, an indicator for a pregnancy-related presentation, an indicator for a
complex presentation (patients presenting with generalized pain or weakness), and indicators for baseline health.
Standard errorsin parentheses are clustered at clinic level *** p<0.01, ** p<0.05, * p<0.1



Table A.2: Health Index

(1)

(2)

VARIABLES Index Score Index Score > Median
Monitoring 0.118 0.094***
(0.093) (0.033)
Observations 547 547
R-squared 0.369 0.483

To create the health index, each health measure is normalized to have a mean of zero and a standard deviation of one in the control group.
The index is the mean of the normalized values. In Column 1 the dependent variable is the continuous index, and Column 2 itis an indicator
for a score above the median. All models include provider fixed effects and the following controls: dummies for patient age and sex, an
indicator for mode of transportation to the clinic (own car or motorcycle=1), an indicator for severe illness (severity score > 7), an indicator
for a fever presentation, an indicator for a pregnancy-related presentation, an indicator for a complex presentation (patients presenting
with generalized pain or weakness), and indicators for baseline health. Monitoring denotes a consultation where the peer clinician was
present. The sample consists of patients that were successfully contacted and interviewed. Standard errors in parentheses are clustered at

clinic level *** p<0.01, ** p<0.05, * p<0.1



Table A.3. Lee Bounds

VARIABLES Overall Health
Monitoring [0.036 0.078] [0.049 0.091]
Includes covariates No Yes
Observations 925 925

Table shows lower and upper non-parametric Lee bounds. Monitoring
denotes a consultation where the peer clinician was present. The
dependent variable is an indicator denoting excellent health (the meanis
0.15). Column 2 includes baseline health dummies as covariates.



Table A.4. Treatment Adherence

(1) (2)

(3)

Patient was very

VARIABLES Patient obtained medicines Patient took medicines satisfied with care
Monitoring -0.017 -0.063 0.008
(0.047) (0.047) (0.041)
Observations 474 455 547
R-squared 0.435 0.487 0.441
Additional Controls Yes Yes Yes

Monitoring denotes a consultation where the peer clinician was present. Column headers indicate the dependent
variable: in Column 1 it is the probability that the patient obtained medicines prescribed by the provider; in Column
2 it is the probability that they took the medicines; and in Column 3 it is the probability that the patient was very
satisfied with the quality of care provided. Satisfaction was assessed using a Likert scale. All models include
provider fixed effects and the following controls: dummies for patient age and sex, an indicator for mode of
transportation to the clinic (own car or motorcycle=1), an indicator for severe illness (severity score > 7), an
indicator for a fever presentation, an indicator for a pregnancy-related presentation, an indicator for a complex
presentation (patients presenting with generalized pain or weakness), and indicators for baseline health. Standard

errors in parentheses are clustered at clinic level *** p<0.01, ** p<0.05, * p<0.1



Table A.5. Clinician Ability and Patient Outomes

VARIABLES Overall Health
Clinician ability (Quartile 2) 0.027
(0.045)
Clinician ability (Quartile 3) 0.089**
(0.042)
Clinician ability (Quartile 4) 0.136**
(0.062)
Clinician Characteristics
Female clinician -0.065
(0.043)
Clinician age 0.008**
(0.003)
Clinician years of experience -0.005
(0.003)
Community Health Officer -0.032
(0.077)
Nurse/midwife 0.114
(0.087)
Community Health Extension Worker (CHEW) 0.073
(0.064)
Junior CHEW 0.059
(0.110)
Other qualification -0.003
(0.077)
Clinic Characteristics
Offers inpatient services 0.125**
(0.049)
Has a laboratory -0.069
(0.059)
Has a pharmacy 0.030
(0.101)
Clinic is somewhat dirty" 0.182*
(0.097)
Clinic is clean 0.124*
(0.068)
Clinic is very clean 0.380**
Observations 534

R-squared 0.237




The results shown are from a regression of patient health on clinician ability. The omitted group is clinicians in
the bottom quartile. The ability index is derived by applying principal component analysis to the following
variables: (i) the clinician's score on a multiple-choice assessment, (ii) percent of recommended history-taking
questions asked, (iii) percent of the clinician's patients that received a physical examination, (iv) percent of
cases where a diagnostic test was ordered, and (v) percent of the clinician's patients that received a diagnosis.
Monitoring denotes a consultation observed by the peer clinician. To measure overall health patients were
asked to rate their current state of health using a categorical scale ranging from poor to excellent. The
dependent variable is an indicator denoting excellent health (the mean is 0.15). The model controls for the
following patient characteristics: patient age and sex, an indicator for mode of transportation to the clinic (own
car or motorcycle=1), an indicator for severe iliness (severity score > 7), an indicator for a fever presentation, an
indicator for a pregnancy-related presentation, an indicator for a complex presentation (patients presenting with
generalized pain or weakness), and indicators for baseline health. The sample consists of patients that were
successfully contacted and interviewed. Standard errors in parentheses are clustered at clinic level *** p<0.01,
** p<0.05, * p<0.1

! Omitted group is clinicis very dirty.
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